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Predicting compressive strength of cement-stabilized earth 
blocks using machine learning models incorporating cement 
content, ultrasonic pulse velocity, and electrical resistivity
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ABSTRACT
The quality monitoring technique for Cement stabilised earth 
blocks (CSEBs) is so challenging that it is often neglected. This 
study has investigated the possibility of using machine learning to 
predict the compressive strength of CSEBs based on cement con
tent, electrical resistivity and Ultrasonic pulse velocity (UPV) as 
a potential way to enhance quality control. The study considered 
three types of soil and different cement content in the preparation 
of CSEBs with 10 different cement-soil mixtures. Various machine 
learning models were proposed to predict the compressive 
strength of CSEBs. The models were evaluated using 180 experi
mental datasets, and the best model for predicting the compressive 
strength of CSEBs was selected. The ANN and BTR models per
formed better than the other machine learning models tested in 
this study for predicting the compressive strength of CSEBs. The 
results show that a combination of cement content, electrical resis
tivity and UPV can be used to assess the quality of CSEBs more 
accurately, which can contribute to the knowledge base and be 
applied in the real world. Materials scientists and engineers can use 
reliable predictive models to assess the strength properties of both 
new and old brick structures without damage or loss of use.
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Introduction

Masonry blocks are a crucial element of the construction industry, providing a strong 
and reliable foundation for walls and other structures. Although fired clay brick and 
concrete blocks are mostly used as masonry units for house construction, they are 
environmentally unfriendly materials. The preparation of raw materials and produc
tion of these materials has high energy embodied and CO2 emissions [1]. In recent 
years, cement-stabilised earth blocks (CSEBs) have become an alternative option for 
masonry house construction due to their favourable aspects such as being economical, 
environmentally friendly, and providing better thermal comfort [2,3]. However, their 
mechanical characteristics are significantly affected by the characteristics of the soils 
used for their production. Also, they are widely used in rural areas where masonry 
unit production and house construction are done by homeowners themselves [4]. The 
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production of CSEBs requires careful consideration of a variety of factors beyond just 
the cement content. In addition to controlling the cement content, it is essential to 
carefully select the soil, manufacture the blocks properly, and construct the house 
with attention to detail. While there are many recommendations for suitable soil 
types and production procedures, few focus on assessing the quality of CSEBs [5]. 
The best way to ensure quality is through lab testing, but access, cost, and time can be 
significant challenges, especially in rural areas. Therefore, it is crucial to prioritise 
quality control measures at every stage of the process to ensure safe and sustainable 
housing construction.

In general, the measurement and estimation of the compressive strength of CSEBs is 
based on experimental testing, mathematical modelling and machine learning models. 
Experimental testing is a useful system as it produces results that can be replicated. 
However, it must be tightly controlled to be useful. It can also be easily influenced by 
internal or external factors that can change the results obtained. Mathematical equations 
can provide a quick and easy way of predicting compressive strength. However, they are 
only as good as the data used to generate them. If the data is not representative of actual 
conditions, the predictions may not be accurate. Machine learning models can provide 
accurate compressive strength predictions. They can also learn from new data and 
improve their predictions over time. However, they require large amounts of data to 
train and can be difficult to interpret.

There are several methods for testing the compressive strength of earth blocks, varying 
specimen size, loading rate and destructive or non-destructive testing. The cube speci
men, the half-block stacked specimen and the full-size block specimen are used to 
measure the compressive strength of CSEBs. In addition to common laboratory tests 
such as the uniaxial compression load test, some pioneering work has recently been 
published on the use of mildly destructive or non-destructive techniques. For destructive 
techniques, Lombillo et al [6] used the flat-jack, hole-drilling and mini-pressure-metre 
techniques to assess the stiffness and deformation of rammed earth in situ. All of the 
above studies used destructive testing, which involved testing a large number of blocks 
and consuming more energy, time and material. It may therefore be uneconomical [7].

As such, predicting the compressive strength (fc) of CSEBs is a significant aspect of 
ensuring the quality of any building project. Non-destructive testing (NDT) provides an 
effective alternative option for predicting the fc of masonry. NDT is a testing technique 
that has the potential to measure material properties without damaging the sample being 
tested. These methods consist of X-ray testing, infrared thermography, acoustic emission 
testing, and ultrasonic testing [8,9]. NDT can be used to measure a variety of character
istics such as compressive strength, tensile strength, elastic modulus, and thermal proper
ties [10,11]. The use of NDT to predict the fc of masonry has numerous advantages. For 
example, it eliminates the need for expensive and time-consuming destructive testing and 
can be used on both new and existing structures. Additionally, NDT can provide a precise 
measurement of the fc of construction material, which is closer to traditional destructive 
testing methods [12]. This is because NDT can measure a material’s compressive strength 
from a variety of angles, allowing for a more comprehensive assessment of the material’s 
strength.

Several non-destructive test methods can estimate the quality of construction materi
als [13,14]. Some of these methods, such as rebound hammer, ER and UPV are widely 
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used for concrete because they are simple and easy [15–18]. However, most of the 
research on these methods focused on cement mortar and concrete. But the quality 
assessment of CSEBs based on NDT is limited.

Ksinikota and Tripura [19] developed an empirical formula to predict the fc of 
hollow compressed stabilised earth blocks using UPV measurement. The authors used 
five different cement content and a single soil type for the casting of blocks. They 
developed an empirical formula between UPV (in km/s) and compressive strength (in 
MPa) of blocks as shown in Equation (1)–(3) for different moisture conditions such 
as air dry, oven dry and wet conditions, respectively. The proposed equation shows 
a strong correlation between predicted and experimental fc for all moisture conditions 
(R2 >0.95). 

fc � air dry ¼ 3:924UPV � 2:882 (1) 

fc � oven dry ¼ 6:349UPV � 5:086 (2) 

fc � wet ¼ 2:888UPV � 2:667 (3) 

Sathiparan et al. [5] reported the correlation between ER, UPV and fc of CSEBs. 
Compared with individual correlation, the empirical model developed using both NDT 
measurements improves in correlation among the measured and predicted fc of CSEBs. 
They proposed an empirical formula between ER (in kΩ.cm), UPV (in km/s) and fc (in 
MPa) as shown in Equation (4) and (5) for air-dry and wet conditions, respectively. The 
proposed equation expressed a solid correlation among experimental and predicted fc for 
air dry and wet conditions as R2 equal 0.93 and 0.90, respectively. 

fc � air dry ¼ 0:766� 2:390UPV � E� 0:007 (4) 

fc � wet ¼ 0:548� UPV2:119 � E� 0:150 (5) 

Machine learning (ML) algorithms have become common for predicting the char
acteristics of building materials [20–22]. Machine learning is the most effective method 
for predicting the properties of construction materials, which depend on many variables 
[23,24]. Moreover, various machine learning (ML) techniques, such as linear regression 
(LR), decision tree regression (DTR), random forest regression (RFR), support vector 
regression (SVR), K-nearest neighbours (KNN), bagging regression (BGR), and others, 
have been used to predict the compressive strength of building materials [25–27]. Several 
studies have used non-destructive testing (NDT) measurements and machine learning 
(ML) techniques to predict the properties of rock [28,29], concrete [30–33] and timber 
[34]. However, there is little research on predicting the compressive strength (fc) of 
CSEBs using NDT measurements and ML techniques.

Therefore, the present study aims to forecast the fc of CSEBs by using two NDT 
measurements (ER and UPV) through ML techniques, to assess the quality of the CSEBs 
without causing damage. The CSEBs were made with ten different combinations of 
cement-to-soil ratios and soil types. Based on the results, the study examined the 
correlations between the cement content, UPV, ER, and fc (dry and wet) of CSEBs by 
using various ML techniques.
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Experimental program

Materials used

Ordinary Portland cement (OPC) was used as a binder. Three different lateritic soil types, 
designated as soils 1, 2, and 3, were selected for the study from university premises in 
Kilinochchi, Sri Lanka. The soil was cleaned of impurities including leaves and tree roots. 
They were passed through 10 mm sieves before being utilised for the experiment. 
Figure 1 displays the physical appearance of the soils.

Figure 2(a,b) illustrate the particle-size distribution of the soils and the correlation 
between dry density and moisture content for each soil type. Soil 3 had the lowest MDD 
of the three soil types. The highest dry densities were attained by soil 2.

Table 1 lists the physical parameters, results of the Proctor compaction test, particle size 
traits, and Atterberg limit for soils as well as the chemical composition of cement and soils. 
While soil 2 was lighter, soil 1 was denser. Soil 1 has a high amount of gravel (18.9%), and 
soil 2 has more fines (4.5%). All soils were found to have SiO2, which is the most common 
oxide, followed by Fe2O3. Another important aspect of the soils’ chemical makeup is their 
low concentrations of Na2O and K2O, except for soil 3, which has 0.78% K2O.

Mix design

The research aimed to predict the fc of CSEBs using NDT measurements. The mortar had 
different mechanical properties and was made from 10 mixtures of varying types of soil 
and cement content. The experiment used four cement contents (8%, 12%, 16%, and 20% 
of soil volume) to make the mortar. Table 2 shows the soil and cement amounts for a one- 
metre cube mix. The water volume for mixing the cement and soil was another vital 
variable. Excessive water would make the mortar weak, while too little water would make 
it stiff and dry. A constant W/C ratio or fixed slump was preferred for consistent 
workability [35]. The study used different types of soil and cement content, so 

Figure 1. The physical appearance of soils used in the experimental program.
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Figure 2. Soil characteristics (a) particle size distribution and (b) test results of proctor compaction.

Table 1. Cement and soil characteristics.
Characteristics Properties Cement Soil 1 Soil 2 Soil 3

Physical properties Bulk density (kg/m3) 1280 1168 1258 1456
Specific density 3.15 2.50 2.35 2.55

Proctor test Optimum moisture content, OMC (%) 6.5 9.2 6.5
Maximum dry density, MDD (kg/m3) 2080 1895 2160

Grain size Gravel (%) 18.9 4.5 4.3
Sand (%) 80.0 90.4 95.2
Silt & clay (%) 1.1 5.1 0.4

Atterberg limit Liquid limit, WL (%) 31.0 27.0 20.8
Plastic limit, PL (%) 21.5 19.4 18.5
Plasticity index, IP (%) 9.5 7.6 2.3

Chemical composition (% wt.) CaO 66.55 0.03 1.13 0.60
SiO2 20.60 76.49 74.23 80.40
Al2O3 4.51 2.49 3.79 2.46
Fe2O3 3.62 4.89 6.49 4.14
MgO 1.17 0.46 0.44 0.19
Na2O 0.40 0.22 0.16 1.30
K2O 0.39 0.21 0.27 0.78

Table 2. Materials requirement for 1 m3 mortar mixture.
Mix Cement (kg) Soil 1 (kg) Soil 2 (kg) Soil 3 (kg) Water (l)

S1–08 148.9 1697.9 240.1
S1–12 215.3 1637.3 288.9
S1–16 277.2 1580.8 334.3
S1–20 334.9 1528.1 376.8
S2–08 148.9 1828.8 290.2
S2–12 215.3 1763.4 337.2
S2–16 277.2 1763.4 337.2
S3–08 148.9 2116.6 240.1
S3–12 215.3 2041.0 288.9
S3–16 277.2 970.6 334.4
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a specific W/C ratio was required for a uniform mixture [36]. The W/C ratio was based 
on the optimal moisture content for the MDD and the cement amount in the mix.

Initially, the cement and soil were dry-mixed thoroughly and water was added and 
mixed well again. The wet mix was transferred into wooden moulds of 100 mm by 100  
mm by 100 mm, and the mix was manually compressed with 25 strokes of a steel rod for 
each of the three layers. After one day, cube samples were removed from the moulds and 
cured. They were stored in a lab environment for 28 days at room temperature (27–33°C) 
for curing. Nine cubes were used to measure each mix’s density and compressive 
strength.

Testing

Ultrasonic pulse velocity
A portable ultrasonic NDT digital indication tester was utilised to measure the ultra
sound pulse velocity of CSEBs following the American Society for Testing Materials 
(ASTM) C597 [37]. The ultrasonic pulse analyser, PULSONIC model 58-E0046/5, is used 
to measure the velocity of the ultrasonic pulses through the mortar cubes. The equip
ment’s configuration is shown in Figure 3(a). A portable device that measures the speed 
of ultrasound pulses in materials with a transit time range of 16 ms, a 2 MHz sampling 
rate, a resolution of 0.1 s, and a transmitter output of 1200 V. The data analysis was based 
on the average value from three measurements taken along two horizontal and one 
vertical direction. In this study, a frequency of 54 kHz was used for UPV measurements, 
as it is more suitable for evaluating block properties [38]. The instrument was calibrated 
using a reference bar (25.4 μs) before the start of the test. Vaseline was used as a couplant 
to ensure better contact between the block surface and the transducer. The transducers 
were positioned firmly against the two opposite block surfaces until a stable transit time 
was displayed. The distance travelled by the ultrasound wave and the pulse transit time 
were recorded. UPV measurements were taken in three directions, one in the direction of 
compaction and the other two perpendicular to the direction of compaction, and their 
average is expressed as UPV. A total of 180 blocks were subjected to ultrasonic testing 
and the same were used for mechanical testing. The impulse velocity was calculated using 
Equation (6).

UPV ¼ L=T (6) 

where, UPV = ultrasonic pulse velocity (km/s), L = distance travelled by the pulse 
(km) and T = transit time (s).

Electric resistivity
A non-destructive test equipment was utilised to measure the ER of CSEBs following the 
ASTM C1876 [39] standard. Resipod concrete resistivity metre (38 mm probe spacing) 
model HM-952 is used for measuring the ER of the surface of mortar cubes. It can 
measure the surface resistivity from 1 to 1000 kΩcm [40]. The equipment’s configuration 
is shown in Figure 3(b). The average value from four readings taken on the two sides, the 
bottom, and the top surfaces was used for analysis.
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Compression test
The compression test was carried out using a Universal Testing Machine (UTM) by 
displacement control method as per ASTM C109 [41]. Cubes of 100 × 100x100 mm3 were 
used for the test. The cubes were air-dried for 28 days at room temperature and then 
tested for dry fc. To measure the saturated fc, the cubes were soaked in water for one day 
after 27 days of air-drying and then tested with a 2 mm/min axial load. The test setup is 
illustrated in Figure 3(c).

Machine learning modelling

ML modelling flow

Figure 4 presents the outline of the ML modelling flow chart. A total of 180 data (90 
for dry conditions and 90 for wet conditions) were gathered from the experimental 
program to create a valid model for predicting the compressive strength of CSEBs. 
Linear regression (LR), artificial neural network (ANN), boosted tree regression 
(BTR), random forest regression (RFR), K-nearest neighbours regression (KNN), 

Figure 3. Testing setup (a) UPV, (b) ER, and (c) compression.
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and support vector regression (SVR) are the six algorithms used to predict the 
compressive strength of CSEBs. Although deep learning-based models may provide 
more accurate predictions, due to limited data and the possibility of overfitting, the 
ML models are limited to conventional techniques. It should also be noted that even 
conventional models such as ANN, BDT and RFR provide accurate predictions for the 
data used in this study. The following performance indicators were applied: coefficient 

Figure 4. Working flow chart for machine learning modelling and analysis.
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of determination (R2), root mean squared error (RMSE), and outlier for the accuracy 
of the models.

Machine learning technique

Linear Regression (LR)
The LR model, as specified in Equation (7), is the usual method for predicting the 
compressive strength of CSEBs [42].  

fc ¼ aþ b CCð Þ þ c UPVð Þ þ d ERð Þ (7) 

where fc in MPa, CC in weight fraction, UPV in km/s and ER in kΩ.cm. a, b, c and 
d are model constants.

Artificial Neural Network (ANN)
ANN is an ML tool that can analyse and compute data in a similar way to the 
human brain. It is an ML method that is often used in construction engineering 
to predict the future outcomes of different numerical problems. An ANN model 
has three main layers: input, hidden, and output layers [43,44]. The output layer 
has the compressive strength of CSEB, and the input layer has cement content, 
UPV, and ER. The hidden layer usually has more than two levels. The input and 
output layers depend on the data and the goal of the model, while the hidden 
layer depends on the weight, transfer function, and bias of each layer to other 
layers [45,46]. There is no fixed way to design a network structure. So, the 
number of hidden layers and neurons is found by optimising the parameters. 
The best number of iterations is the one that meets the key criteria of the 
network’s training process: the highest R-value and lowest root mean square 
error (RMSE).

Random Forest Regression (RFR)
Random Forest (RF) Regression is an ensemble learning algorithm that combines the 
outputs of many regression decision trees. Each tree is built with a random vector that is 
chosen from the input variables and has a uniform distribution in the forest [47]. The 
method uses bootstrap aggregation and random feature selection to average the predic
tions of the forest [48].

Boosted Tree Regression (BTR)
BTR is a method that uses multiple regression trees to make predictions. A regression 
tree is a model that splits the input data into smaller groups based on some criteria and 
then assigns a constant value to each group. Boosting is a technique that improves the 
accuracy of the model by combining many simple trees into one complex tree [49]. 
Boosting works by fitting a new tree to the errors of the previous tree and then adding 
them together to get a better prediction [50]. BTR can handle different types of data, 
nonlinear relationships, and interactions between variables [51].

NONDESTRUCTIVE TESTING AND EVALUATION 9



K-nearest Neighbors (KNN)
KNN is a supervised learning algorithm that can be used for classification or regression 
problems. It works by finding the (in the present study k = 5) closest training examples to 
a new data point and assigning it a label or a value based on the majority vote or the 
average of its neighbours [52]. KNN is a non-parametric method, meaning that it does 
not make any assumptions about the underlying distribution of the data [53]. KNN is 
also a lazy learning method, meaning that it does not have a training stage, but rather 
stores all the training data and performs computation only when a prediction is needed 
[54]. KNN is simple and effective, but it can also be inefficient and sensitive to noise and 
irrelevant features [55].

Support vector machines
Support Vector Machines (SVMs) are supervised learning models that can be used for 
classification or regression problems. They work by finding a hyperplane that sepa
rates the data into different classes or predicts the value of a continuous variable [56]. 
SVMs are based on the idea of maximising the margin between the data points and 
the hyperplane, which makes them robust and effective in high-dimensional spaces 
[57]. SVMs can also use different kernel functions to perform non-linear classification 
or regression by mapping the data into higher dimensional feature spaces [58]. SVMs 
are versatile, memory efficient, and have strong theoretical foundations, but they also 
have some disadvantages, such as being sensitive to noise and outliers, requiring the 
careful choice of parameters and kernels, and not providing probability esti
mates [59].

Performance indicator

To evaluate the performance of the predicted models, Coefficient of determination (R2) 
and Root Mean Squared Error (RMSE) were used, which are defined as Equation (8) 
and (9). 

R2 ¼ 1 �
Pn

i¼1 Pi � Eið Þ
2

Pn
i¼1 Ei � �Eð Þ

2 (8) 

RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pn

i¼1 Pi � Eið Þ
2

n

s

(9) 

where, Ei and Pi are the measured and predicted values, respectively; �E is the mean of 
measured values; n is the number of the data used.

In addition, the outliner (OL) percentage is also considered a performance indicator 
by considering the predicted values are outside the 20% error line. The OL % was 
calculated by Equation (10). 

OL ¼
nOL

n
� 100 (10) 

where, nOL is the number of points outside the 20% error line and n is the total amount 
of data.
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Cross-validation

K-fold cross-validation is a method for validating multi-class classification models. It 
randomly divides the dataset into several groups and uses one group for testing and the 
rest for training. In this study, fivefold cross-validation (k = 5) was used to evaluate the 
results. The data set was shuffled and divided into five groups. Each group was used once 
as the test set, while the other four groups were used as the training set. This procedure 
was repeated for all five groups. The average of the five test scores, together with the 
variance, is used as an estimate of the model’s performance.

Experimental results

Figure 5(a,d) illustrate the UPV of CSEBs under dry and wet conditions, which can be 
influenced by various aspects such as cement content and aggregate type, aggregate 
dimension, W/C ratio, transducer spacing, curing age and moisture content [60]. The 
UPV increased with higher cement concentration. Among the soil types, soil 3 had the 
highest UPV for a given cement concentration, while soil 2 had the lowest. The greater 
amount of hydration products resulting from higher cement content filled more voids 
and increased the flexibility of the CSEBs, resulting in faster transmission of ultrasonic 
pulses through them. Soil 2 had a lower UPV value than the other two soil types due to 
inadequate block packing, resulting in reduced density. The study also showed that 
CSEBs saturated with water had a higher UPV. The moisture content of CSEBs has 
a significant effect on UPV. Research suggests that the UPV of mortar increases with 
increasing water content, as reducing the amount of air space in the ingredients can 
increase the UPV [61]. When saturated, water fills the voids in the mortar mix, resulting 
in faster wave motion.

The ER of CSEBs in dry and wet conditions is shown in Figures 5(b,e). According to 
recent studies [62], the ER of CSEBs is affected by several variables such as cement 
content, aggregate type and dimension, W/C ratio, curing age, moisture content and 
porous characteristics. The test results indicate that an increase in cement concentration 
leads to an increase in electrical resistance due to the cement hydration process. More 
cement in the mix produces more calcium silicate hydrate, which fills the pore spaces and 
creates a denser structure. The hydration process and subsequent free water consump
tion further increase the pore tortuosity for electric current, resulting in an increase in 
soil resistivity [62,63]. In addition, mortar with soil 3 had a higher ER value for specific 
cement content, while mortar with soil 2 had a lower ER value. The study also found that 
the degree of saturation had a significant effect on the resistivity of the soil block [64]. In 
general, wet CSEBs had lower ER due to the presence of water, which is an excellent 
conductor of electricity. As a result, the ER of the mortar decreased as its water content 
increased [62].

Figure 5(c,e) show the fc of the CSEBs in dry and wet conditions. As the 
amount of cement in the mortar increased, so did their fc. Mortar from soil 3 
showed superior strength for a given cement concentration, whereas mortar from 
soil 2 showed lower strength due to weak bonding between the cement paste and 
the aggregates caused by its higher clay and silt content. The cement-colloidal 
structure showed much lower strength than the cement-granular matrix, although 
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the clay or silt minerals react with the cement and tend to become stable. The 
increased sand concentration of soil 3 had a beneficial effect on the fc of CSEBs, 
while cohesive soil aggregates formed during mixing reduced the effectiveness of 
the cement. Due to the increase in pore water pressure and the liquefaction of 
unstable clay in the mortar matrix, the wet fc was found to be lower than the 
corresponding dry fc in all scenarios. This can be attributed to the instability 
caused by the above factors.

Figure 5. (a) UPV, (b) ER, (c) compressive strength for the specimen in dry condition and (d) UPV, (e) 
ER, (f) compressive strength for the specimen in wet condition.
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Statical analysis

The input variables for this study were cement content, UPV and ER, while the output 
variables were fc(dry) and fc(wet). Figure 6 shows the descriptive statistics for the input 
and output data. It shows that the cement content varied between 0.08 and 0.20. For dry 
conditions the UPV varied from 0.27 to 2.61 km/s, the ER varied from 16.4 to 347.0 kΩ. 
cm and the fc varied from 0.77 to 5.82 MPa. For wet conditions, UPV varied from 0.67 to 
3.11 km/s, ER varied from 1.7 to 7.8 kΩ.cm and fc varied from 0.26 to 4.90 MPa.

The study presents a comprehensive set of experimental data and statistical analysis 
was performed to assess the correlation between the variables mentioned. The results 
indicate that there is a significant correlation between UPV and ER, as shown in Figure 7 
using Pearson’s correlation. Furthermore, the relationship between UPV, ER and fc was 
found to be much stronger. In particular, the metrics for dry conditions showed a more 
significant correlation than for wet conditions.

Figure 6. Correlation among independent and dependent variables in dry condition.
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Table 3 shows the full range of experimental data, indicating that ER had 
a greater effect on fc in dry conditions, while UPV had a more significant effect 
on fc in wet conditions. However, ER had no significant effect on fc in wet 
conditions.

Figure 7. Correlation among independent and dependent variables in wet condition.

Table 3. Three-way ANOVA analysis for experimental results.
Source Type III Sum of Squares df Mean Square F Sig. Contribution (%)

fc (dry) CC 53.32 3.00 17.77 25.99 5.48E–12 16.1
UPV 109.62 71.00 1.54 21.35 1.35E–08 13.2
ER 11.76 86.00 1.29 114.48 0.07 70.7

fc (wet) CC 39.83 3.00 13.28 17.39 7.89E–09 35.7
UPV 101.51 67.00 1.52 29.73 1.13E–10 61.0
ER 87.91 67.00 1.31 1.63 0.12 3.3
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Performance of machine learning models

The performance indicators of six ML models are presented in Table 4. Except for the LR 
model, all models accurately predict the fc of CSEBs. The effectiveness of the BTR and 
ANN models in predicting the fc of CSEBs is comparatively good. Although the BTR 
model performs well when considering the total data, the effectiveness of ANN is the best 
for predicting both training and test data. The correlation coefficients of the BTR model 
are 0.973, 0.937 and 0.960 for fc in dry, wet and all conditions respectively. It is closer to 
unity compared to the other models, except for fc in wet conditions, where the ANN 
model shows correlation coefficients with R2 equal to 0.947. A similar trend was observed 
for the other performance indicators (RMSE and α20 index).

Figure 8 shows the predicted and measured values of fc for each of the six machine 
learning models in dry, wet and all conditions. The ANN, RFR and BTR models have 
fewer points outside the 20% error envelope in all conditions. The ANN models had 
outliers for fc of 1.2%, 14.0% and 13.8% in dry, wet and all conditions respectively. The 
RFR model had outliers of 2.3%, 15.2% and 7.5%, while the BTR models had outliers of 
2.3%, 9.3% and 8.1%. Overall, the RFR model is the best option for predicting fc in both 
dry and wet conditions.

Sensitive analysis

Artificial neural networks (ANNs) are complex and non-linear models that can some
times act as black boxes [65]. Previous studies have shown that SHAP (SHapley Additive 
exPlanations) is a convenient tool for exploring complex machine learning models with 
different parameters [66,67]. Since ANN performed best on the test data, we used SHAP 
to interpret the outputs of the ANN model. The key idea of SHAP is to compute the 
Shapley values for each feature of the sample to be explained, where each value indicates 
the contribution of the corresponding feature to the prediction. Figure 9(a-c) show the 
mean SHAP values for the input parameters based on the ANN technique for fc in dry, 

Table 4. Performance indicator for each ML techniques.
Train Test Total

Condition ML technique R2 RMSE R2 RMSE R2 RMSE OL
Dry LR 0.854 ± 0.009 0.428 ± 0.012 0.811 ± 0.061 0.454 ± 0.044 0.845 0.433 31.8

ANN 0.964 ± 0.013 0.211 ± 0.044 0.970 ± 0.013 0.180 ± 0.046 0.965 0.205 1.2
RFR 0.950 ± 0.020 0.243 ± 0.039 0.940 ± 0.035 0.246 ± 0.049 0.948 0.244 2.3
BTR 0.982 ± 0.004 0.151 ± 0.012 0.936 ± 0.042 0.251 ± 0.048 0.973 0.171 2.3
KNN 0.952 ± 0.008 0.245 ± 0.023 0.957 ± 0.028 0.207 ± 0.051 0.953 0.237 4.5
SVM 0.966 ± 0.009 0.203 ± 0.025 0.949 ± 0.028 0.228 ± 0.047 0.963 0.208 2.3

Wet LR 0.852 ± 0.011 0.418 ± 0.037 0.777 ± 0.134 0.423 ± 0.113 0.837 0.419 47.7
ANN 0.946 ± 0.045 0.236 ± 0.099 0.949 ± 0.025 0.217 ± 0.101 0.947 0.232 14.0
RFR 0.937 ± 0.005 0.272 ± 0.019 0.884 ± 0.044 0.331 ± 0.132 0.926 0.284 15.2
BTR 0.955 ± 0.005 0.231 ± 0.026 0.864 ± 0.056 0.352 ± 0.126 0.937 0.255 9.3
KNN 0.876 ± 0.030 0.379 ± 0.052 0.926 ± 0.030 0.257 ± 0.082 0.886 0.355 26.8
SVM 0.935 ± 0.009 0.277 ± 0.028 0.897 ± 0.027 0.325 ± 0.136 0.927 0.287 15.2

All LR 0.811 ± 0.006 0.509 ± 0.012 0.769 ± 0.086 0.519 ± 0.043 0.803 0.511 60.4
ANN 0.953 ± 0.008 0.253 ± 0.020 0.950 ± 0.024 0.241 ± 0.064 0.952 0.251 13.8
RFR 0.963 ± 0.005 0.225 ± 0.016 0.930 ± 0.021 0.302 ± 0.085 0.956 0.240 7.5
BTR 0.972 ± 0.002 0.197 ± 0.010 0.911 ± 0.014 0.338 ± 0.078 0.960 0.225 8.1
KNN 0.923 ± 0.010 0.326 ± 0.028 0.946 ± 0.019 0.263 ± 0.079 0.928 0.313 21.3
SVM 0.947 ± 0.007 0.270 ± 0.020 0.928 ± 0.024 0.296 ± 0.073 0.943 0.275 21.3
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Figure 8. Predicted fc vs. measured fc using different ML techniques for dry, wet and all conditions.
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wet and all conditions respectively. The results show that ultrasonic pulse velocity (UPV) 
has the highest SHAP value (and thus the most significant influence on the prediction) in 
all conditions. This means that UPV is the most important factor in predicting fc. On the 
other hand, cement content has the lowest SHAP value, meaning that it has relatively less 
influence on predicting fc.

The SHAP summary for the prediction of fc by ANN in dry, wet and all conditions is 
shown in Figure 10(a-c) respectively. The x-axis shows the SHAP value, which indicates how 
much the feature influences the predicted result, and the colour illustrates the range of feature 
values. UPV has a high positive SHAP value of 0.6 in dry conditions, meaning that fc could be 
0.6 MPa higher than the average for higher UPV values. Conversely, UPV has a low negative 
SHAP value of −0.6, which means that fc could be 0.6 MPa lower than the average for lower 

Figure 9. Mean SHAP values using the ANN model.
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UPV values. The result of the SHAP value confirms the feature importance analysis in 
Figure 10, which uses the mean SHAP value. Cement content has the least influence on 
fc prediction between UPV and ER. The red dot represents a high feature value. It shows that 
higher fc values were observed for higher cement content, UPV and ER. The SHAP analysis 
shows that using the game theory technique to calculate SHAP could improve the 

Figure 10. SHAP summary for fc using ANN.
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understanding of the proposed ML techniques and demonstrate that the accuracy of the 
model’s prediction is acceptable.

Comparison of the model with published literature

Figure 11 shows a comparison of predicted and measured compressive strength 
between the present study and Equation (1), (3), (4) and (5) proposed in the 
published literature [5,19]. It is worth noting that the use of UPV or ER to predict 
the compressive strength of CSEBs is rarely found in the published literature. 
Sathiparan et al. [5] used the same data set and proposed the empirical equation 
for predicting the compressive strength of CSEBs in air-dry and wet conditions 
using UPV and ER. Kasinikota and Tripura [19] used UPV to predict the com
pressive strength of CSEBs in air-dry, oven-dry and wet conditions. The UPV and 
compressive strength are varied in the range of 0.95–2.14 km/s and 0.73–6.74 MPa, 
respectively. The equations proposed by both published literatures showed less 
accuracy compared to the ML model using BDT. The predicted values by the 
equations proposed by Sathiparan et al. [5] were closer to the measured values, 
R2 = 0.88 and RMSE = 0.67 MPa. The predicted values by equations proposed by 
Kasinikota and Tripura [6] were mostly overestimated and less close to the 

Figure 11. Comparison of performance of ML models and proposed equations by published literature 
[5,19].
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measured value as R2 = 0.81 and RMSE = 1.30 MPa. It was shown that the ML 
model can predict the compressive strength more accurately compared to the 
empirical equations.

Practical implementation

As masonry, and especially earth masonry, loses strength over time, appropriate 
care is required to maintain it in good condition. To achieve this, important 
factors need to be taken into account when selecting a method and materials for 
repairing the structure. Prior to repair, a number of tests need to be carried out to 
provide up to date information on the condition of the structure, the compressive 
strength of the CSEBs and other factors, without compromising serviceability. 
Non-destructive testing has been shown to be an effective way of obtaining vital 
details about the quality and uniformity of masonry work without causing damage. 
Masonry structures can be inspected and assessed using these non-destructive 
testing techniques without causing any damage to them. This allows masonry 
structures to be properly maintained and repaired, maintaining their structural 
integrity and safety. As a result, this work provides a methodical evaluation of the 
compressive strength prediction of CSEBs using non-destructive testing methods 
and machine learning techniques. This evaluation can help to expand the knowl
edge and practical applications of this subject.

Conclusions

The framework for predicting the fc of CSEBs using NDT measurements and ML models 
is presented in the present study. 180 experimental specimens (90 data points each for 
dry and wet conditions) were taken to train and test the models. As basic ML predictors, 
LR, ANN, BTR, RFR, KNN and SVM were adapted and trained. The following conclu
sions can be drawn from the results:

● The statistical analysis shows that the use of UPV can be a reliable test to determine 
the fc of CSEBs compared to ER.

● ANN, BTR and RFR performed better than other machine learning models tested in 
this study for predicting fc.

● Unlike cement content, the results of feature significance analysis using SHAP indicate 
that UPV and ER are the most important variables affecting the prediction of fc.

In conclusion, this study provides a comprehensive assessment of the fc of CSEBs, which 
could contribute to the existing knowledge and influence the practical application of this field. 
In addition, the performance of the machine learning model could be improved by adding 
more data. Therefore, it is necessary to maintain the extensive dataset for mixed parameters, 
non-destructive measurement and fc of CSEBs. With the help of accurately predicted model 
techniques, material scientists and designers could choose the best method to evaluate the 
field performance of CSEBs.
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Abbreviations used in this study

NDT Non-destructive testing

ANN Artificial neural network
BTR Boosted Tree Regression
CC Cement content
CSEB Cement stabilised earth block
ER Electrical resistivity
fc Compressive strength
LR Linear regression
KNN K-nearest Neighbors
MDD Maximum dry density
ML Machine learning
RFR Random forest regression
RMSE Root Mean Squared Error
R2 Coefficient of determination
SHAP SHapley Additive exPlanations
SVR Support Vector Regression
UPV Ultrasonic pulse velosity
W/C Water-to-cement
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